How-to use:

BETA VERSION

By OVARTHA

This document is a step-by-step tutorial on running the WellCast web-app using the provided
sample data.
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STEP 1. Download sample file

We provide a dataset that could be used in this tutorial.

ElWellCast

WellCastis a web-application tool for predicting missing well log data using the machine learning workflow. In this application, we used gradient

boost method (tree-based algorithm) which was adapted from the result of SPE GCS ML Chal
picture below.
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1. Input File

Choose Files Mol

The zip file contains 4 train wells and a new well on (.LAS) format. We will predict a log from the
new well file at the end of this tutorial.
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STEP 2. Upload files and preview
.I 1. Input File

Select las file to be uploaded

Choose Files 4 files

trainl.|
All Ias files uploaded w t::;:z I:z ed after the session is closed or after 60 minutes.
traind.las

traind.las

Upload the four train wells and leave the new well for now. We need to check the .LAS files before
merging them as the model creation dataset. Please make sure all the logs” mnemonics on your
wells are listed on this web-app dictionary, rename them temporarily if necessary.

1. Input File Download Sample

Select |as file to be uploaded

Choose Files 4 files m

All fas files uploaded will be removed after the session is closed or after 60 minutes

100%

2. Select .las files for training

Click on the preview button to view the logs of the uploaded las files
Subsequent to the visual inspection, select the las files that will be used for the training process.

las files:

Click here to select files

Preview Logs

Disclaimer: uploaded logs file will be renamed, and existing log header will be aliased using our library. Click HERE to see the aliasing library.

Logs Preview
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STEP 3. Data exploration

In this web-app we simplify the EDA phase which is usually far more complicated than the actual
cases. However, these minimal EDA steps were proven to be efficient on our latest project at SPE
GCS ML Challenge 2021. Feature selection based on Pearson's correlation is performed in the
first step of EDA.

3. Exploratory Data Analysis (EDA)

Calculate the correlation coefficient between all the different logs included in the datalll

Colorbar shows comrelation coefficient value.

High value (1) shows positive correlation, low value (-1) shows negative correlation, while 0 shows no correlation
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@ Based on the correlation heat map, please choose the log data to be included for the model training (including the target log)
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Then, remove the possible outlier on each log. We can define the minimum and maximum value
based on our domain knowledge or based on statistical perspective as shown in this tutorial. In
this example, we found an outlier on our DRES data, so we cut the maximum DRES as the g3 from
the box plot. Click preview to display the new boxplot and submit to proceed.

(@) Based on the correlation heat map, please choose the log data to be included for the model training (including the target log)

X GR  ®CAL  XDENS | XDRES | XDTCO

@You can remove potential data outlier by medifying the minimum and maximum value accepted for each logs.
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STEP 4. Model Building

For this Beta version, we will use a gradient boosting method to predict our missing log. We split
the cleansed data from the previous step into 80% of training set and 20% of validation set. In
this web-app, we only need to define which log that we would like to predict. In this tutorial we
will predict the DTCO log.

4. Model Building

The supervised learning method deployed here is a gradient boosting method!Z.

The data samples from the training wells are divided into training and validation samples with the propertion of 80 and 20 percent respectively.

Select log you want to predict

DTCO

@Assess the Root Mean Square Error (RMSE)E! of the train & validation samples

RMSE train 8109
RMSE validation 12.368

@Assess the predictor parameters based on the feature importance
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Select file to be used for prediction:

Choose File  Nofile chosen m

You can assess the model quality by assessing the RMSE on train and validation dataset. You can
also check the result visually by using the model to predict the train dataset. If the result is not
satisfying, you can repeat the workflow. Maybe introduce more wells or the same dataset but
different log selection.
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Select file to be used for prediction:

Choose File  traini.las m

5. Prediction result
Plot the predicted log with the actual log

Open Uploaded file logs
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Disclaimer: this workflow might not produce a good result on your dataset. The aim of this web-application is to facilitate a non-programmer geoscientists who are willing o learn
and try the implementation on machine learning workflow on missing well log prediction.
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STEP 5. Prediction result.

If we are satisfied with the model, we can use it to predict the DTCO log from a new well. Replace
the train file with the new .LAS file on the previous step.

Select file to be used for pradiction:

Choose File  new_welllas

5. Prediction result
Plot the predicted log with the actual log

Open Uploaded file logs
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Disclaimer: this workflow might not produce a good result on your dataset. The aim of this web-application is to facilitate a non-programmer geoscientists who are willing to learn
and try the implementation en machine leamning workflow on missing well log prediction.

Disclaimer: this workflow might not produce a good result on your dataset. However, there is a good
chance that you will get a fair result as we got acceptable output from several different dataset using this
workflow. The aim of this web-application is to facilitate non-programmer geoscientists who are willing
to learn and try the implementation of machine learning workflow on missing well log prediction. In the
future development of the web-app we will add other methods and parameter setting features to give
users a better experience on the machine learning experiments using well log data.
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