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This document is a step-by-step tutorial on running the WellCast web-app using the provided 

sample data. 
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STEP 1. Download sample file 

We provide a dataset that could be used in this tutorial. 

 

The zip file contains 4 train wells and a new well on (.LAS) format. We will predict a log from the 

new well file at the end of this tutorial. 
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STEP 2. Upload files and preview 

 

Upload the four train wells and leave the new well for now. We need to check the .LAS files before 

merging them as the model creation dataset. Please make sure all the logs’ mnemonics on your 

wells are listed on this web-app dictionary, rename them temporarily if necessary. 
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STEP 3. Data exploration 

In this web-app we simplify the EDA phase which is usually far more complicated than the actual 

cases. However, these minimal EDA steps were proven to be efficient on our latest project at SPE 

GCS ML Challenge 2021. Feature selection based on Pearson's correlation is performed in the 

first step of EDA. 
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Then, remove the possible outlier on each log. We can define the minimum and maximum value 

based on our domain knowledge or based on statistical perspective as shown in this tutorial. In 

this example, we found an outlier on our DRES data, so we cut the maximum DRES as the q3 from 

the box plot. Click preview to display the new boxplot and submit to proceed. 
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STEP 4. Model Building 

For this Beta version, we will use a gradient boosting method to predict our missing log. We split 

the cleansed data from the previous step into 80% of training set and 20% of validation set. In 

this web-app, we only need to define which log that we would like to predict. In this tutorial we 

will predict the DTCO log. 

 

You can assess the model quality by assessing the RMSE on train and validation dataset. You can 

also check the result visually by using the model to predict the train dataset. If the result is not 

satisfying, you can repeat the workflow. Maybe introduce more wells or the same dataset but 

different log selection.  
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STEP 5. Prediction result. 

If we are satisfied with the model, we can use it to predict the DTCO log from a new well. Replace 

the train file with the new .LAS file on the previous step. 

 

 

Disclaimer: this workflow might not produce a good result on your dataset. However, there is a good 

chance that you will get a fair result as we got acceptable output from several different dataset using this 

workflow. The aim of this web-application is to facilitate non-programmer geoscientists who are willing 

to learn and try the implementation of machine learning workflow on missing well log prediction. In the 

future development of the web-app we will add other methods and parameter setting features to give 

users a better experience on the machine learning experiments using well log data. 
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